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Abstract

This paper studies the predictability of firm profits using Fama-MacBeth regressions
and gradient boosting. Gradient boosting can use more relevant factors and it predicts
better. Profits are more predictable at firms that are large, investment grade, low R&D,
low market-to-book, low cash flow volatility. Effects on financing decisions, and cross-
section of stock returns are studied. During recessions profits are less predictable
- particularly non-investment grade firms. Both algorithms produce estimates like
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1 Introduction

Intheory firms try to maximize expected profits. Despite the central role of expected prof-
its, it is not entirely clear how best to measure those expectations. In this paper we study
the efficacy of two fundamental methods of predicting firm profits: traditional estima-
tion using Fama and MacBeth (1973) regressions, and estimation using gradient boosting
(Friedman, 2002; Chen and Guestrin, 2016). We find that gradient boosting provides bet-
ter forecasts as it permits a much larger set of factors to play a predictive role. The 149
potential factors we use include firm attributes and macro factors from Fama and French
(2006); Welch and Goyal (2008); Frank and Goyal (2009); Frank and Yang (2019); Gu et
al. (2020). Having established the statistical efficacy of the prediction methods, we then
apply the predictions from both methods in three familiar finance settings to verify the
practical efficacy of the methods. We study a corporate finance application (flows of debt
and equity), an asset pricing application (cross-section of stock returns) and a behavioral
finance application (predicting prediction mistakes).

This paper contributes four main results to our understanding of expected profits. 1)
Gradient boosting generates higher quality firm profit predictions, and those predictions
align with many observed firms decisions in a reasonable manner. 2) The distinction be-
tween current profit and current expectation of future profit, is important for firm financ-
ing decisions. Both matter but in distinct ways. Current profits are not a fully satisfactory
proxy for expected profits. 3) Gradient boosting profit predictions act similarly but some-
what more strongly than gross profits (Novy-Marx, 2013) when used for the cross-section
of stock returns. So it may offer an improved proxy in some standard asset pricing appli-
cations. 4) Neither Fama-MacBeth nor gradient boosting generate profit predictions that
satisfy rational expectations. We apply an econometric test from Bordalo et al. (2021).
They used the estimated coefficients as evidence that stock analysts overreact, making
predictions that are too optimistic in booms and too pessimistic in recessions - ‘diagnos-
tic expectations’. We find that the profit predictions from Fama-MacBeth regressions and
from the gradient boosting algorithm generate the same basic patterns of estimated co-

efficients as Bordalo et al. (2021) found for human stock analysts. Consider these four



results in turn.

First, the gradient boosting approach (denoted GBRT), due to Friedman (2002) pro-
duces better firm profit predictions than does the Fama and MacBeth (1973) approach
(denoted FM). This is true both in-sample and out-of-sample. It is primarily due to the
ability to include many more factors without over-fitting the data.

Many key effects of predicted profits hold under both approaches to prediction. Com-
paring firms, we find that large firms and investment grade firm profits are more pre-
dictable than average firms. Firms with high R&D, market-to-book, and cash flow volatil-
ity have less predictable profits than average firms. Among publicly traded firms that
exit, unprofitable firms tend to be liquidated or bankrupt; while profitable firms tend to
be involved in an acquisition, a merger, an LBO, or to become a private firm. During the
financial crisis of 2007-2009 and during NBER recessions, firm profits become less pre-
dictable. The reduced predictability during bad times affects average firms much more
than it affects investment grade firms.

Second, firm profits are often used as a control variable rather than being the main
focus of a paper, see Mitton (forthcoming). In such settings current profits are often used
as an easy proxy for expected future profits. Our results show that actual current profits
are not an entirely satisfactory proxy for expected profits. Firm net debt and net equity
decisions are affected quite differently by the two, as predicted by the model in Frank and
Sanati (forthcoming).

Third, the gradient boosting based profit predictions can be viewed as an alternative
to the familiar profit proxies when studying stock returns (Fama and French, 2006; Aha-
roni et al., 2013; Novy-Marx, 2013). The direction of the effects are the same and even the
estimated coefficients are close, but the gradient boosting based proxy seems to have a
somewhat stronger statistical effect in the cross-section of stock returns. We do not inter-
pret this use of gradient boosting profit predictions as a ‘new factor’ (Harvey et al., 2016).
Instead, we view it as an alternative proxy for an established result - that expected profit
is important for stock returns (Fama and French, 2006; Aharoni et al., 2013; Novy-Marx,
2013).

Fourth, the predictions generated by gradient boosting are very good, but not good



enough to satisfy the restrictions of rational expectations equilibrium when examined
carefully. Prediction mistakes are forecastable using linear regressions using past profits
or past prediction mistakes as factors. This kind of predictable prediction mistakes are
described in the literature as evidence of excessive human optimism during booms and
excessive pessimism during recessions, see Bordalo et al. (2021). Of course, by construc-
tion the algorithms treat all observations equally at the start, and neither algorithm is

human.

1.1 Related literature

We use the terms expected profits and predicted profits as synonyms because nothing that
we do rests on there being an important distinction. The profit prediction problem itself
is high dimensional with potentially important nonlinearities. We interpret the gradient
boosting predictions as feasible proxies for the otherwise unobservable expectations. A
similar idea has been developed in more detail by Nagel (2021).

There are several machine learning methods that could be adopted. Gradient boost-
ing, random forest, and deep learning are all high profile machine learning algorithms
with distinct strengths and weaknesses, see (Hastie et al., 2009; Efron and Hastie, 2016).
Erel et al. (2021) successfully used several machine learning algorithms to study the firm’s
selection of directors.

In our view gradient boosting provides a good balancing of attributes. Random forest
is the most automatic of the three algorithms. Deep learning requires the most effort to
refine performance. Our use of gradient boosting also reflects our past experience that
the algorithm performs well when applied to firm data. We anticipate that this algorithm
will also prove helpful for other corporate finance studies. However, it should be noted
that performing well in practice, is not the same thing as optimal in an absolute sense.
Random forest for example is occasionally described as optimal (van Binsbergen et al.,
2020). Efron and Hastie (2016) point out that “Random forests are somewhat more auto-
matic than boosting, but can also suffer a small performance hit as a consequence.”

Deep learning models perform extremely well in some applications. However, they



also often turn out to be underspecified with problematic hold-out performance concerns
more often than sometimes recognized. This issue is covered at length by D’Amour et al.
(2020).

Ensemble methods often perform better than individual algorithms, see Hastie et al.
(2009). This is well known. So we do not claim that gradient boosting is statistically opti-
mal in an unrestricted sense. In particular, our finding of linear predictability of predic-
tion errors appears to be a reflection of this well-known advantage of ensembles.

The behavioral finance literature is often interested in showing the failures of rational
expectations. A particularly interesting version is provided by Bordalo et al. (2021). They
show that stock analyst forecasts contain predictable mistakes that are too optimistic
when things are good and too pessimistic when things are bad. They use that evidence
to motivate a structural model of diagnostic expectations. Instead of testing human pre-
dictions, we apply their test to the profit predictions generated by Fama-MacBeth and by
gradient boosting. We find that the algorithms generate the same patterns of predictable
prediction mistakes as they found for IBES stock analysts. These algorithms fail rational
expectations in much the same way as humans.

Nagel (2021) suggests that machine learning methods might offer a reasonable as-if
model of purely human forecasting in high dimensional environments. Our test results
seem broadly supportive of his idea. Various machine learning algorithms have distinct
strengths and weaknesses. So in future research it might be of interest to examine which
machine learning algorithms produce results that are most similar to human financial
decisions.

In corporate finance, flows of debt and equity to firms are commonly interpreted
through the lens of the tradeoff theory and the role of profits has been prominent, see
Myers (1984); Fama and French (2002); Danis et al. (2014); Frank and Goyal (2015); Eckbo
and Kisser (2021); Ai et al. (2021). We contribute to that literature by providing evidence
that supports the model in Frank and Sanati (forthcoming). That model is based on a
tradeoff of tax benefits of debt against the need for collateral when issuing debt. The dis-
tinction between current profits and expected profit plays a central role in their model.

We find that as predicted, firms with high current profits tend to issue debt and repur-



chase equity. Firms with high expected profits tend to issue equity and repurchase debt.

Our method of estimating expected profits may also contribute a useful alternative
proxy to the literature on stock returns (Aharoni et al., 2013; Novy-Marx, 2013; Fama and
French, 2015). Itis commonly thought that profits plays an important role for stock return.
Fama and French (2006) used income before extraordinary items. Novy-Marx (2013) used
gross profits. We use the same testing methods as those studies. Going beyond those
studies, we find that gradient boosting estimated expected profits provides results that
are similar but empirically somewhat stronger. Accordingly our approach can provide
an alternative proxy for the role of expected profits. The ability of gradient boosting to
impound a larger number of factors in the expectation seems helpful. Our contribution
here is an alternative proxy for known results, not a new factor; nor do we enter into the

debates over the specific set of best factors (Harvey et al., 2016; Hou et al., 2019).

2 Data

The initial firm data is from CRSP/Compustat Merged annual data extracted from WRDS,
covering the years 1950-2019. Data is dropped if it is prior to 1964, for firms not based
in the USA, firms in the Finance, Insurance and Real Estate industries (SIC codes from
6000 to 6999), missing key data items, or has negative book equity. The factor data is
winsorized on an annual basis at the the 0.5% and 99.5% levels. The data extraction and
cleaning steps are described in detail by Table 1 showing the impacts on the number of
observations. The result is 121,401 firm/year observations.

The accounting explanatory variables for date ¢ are for fiscal year that ends in calendar
year t. Consistent with Aharoni et al. (2013) calculations are on a per firm basis, rather
than the per stock basis used by Fama and French (2006). This is intended to address
concerns about the impact of changes to the number of shares from year to year.

The variable to be predicted is profits. But the concept of profits does not exactly
match the standard accounting data. As a result a variety of alternative measures have

been used in different papers, see Mitton (forthcoming). Our tabulated results are for



Table 1: Data cleaning

1  start CRSP/COMPUSTAT Merged Foundamental Annual data file 326,248
(1950 - 2019, Consolidation Level “C")
2 keep if datafmt = “STD" 0
3 keep if indfmt = “INDL" 0
4 keep if fic = “UsA" - 27,541
5 drop if sic>= 6000 & sic<= 6999 - 84,666
6  drop missing Fama French items, profitability, and total assets at ¢ -12,225
7  drop negative book equity - 8,065
8 drop gvkey fyear duplicates -2,205 (191546)
9 drop missing total assets att — 1 -19911
10 drop if total assets less than $5 million or book equity less than $ 2.5 million - 9,900
11 keep if year(t) <= 2014 and year(t) >= 1964 -12,496
11  winsorize variables are winsorized when outside the 0.5 and 99.5 percentage each year
12 training sample year(t) <= 2014 and year(t) >= 1964 146,239
including profit information at t+1 (year 2015)
13 testing sample  year(t) <= 2014 and year(t) >= 1975 132,612
including profit information at t+1 (year 2015)
14 analysis sample 11,210 observations have missing total assets at t+1 121,401
15 analysis sample 1,447 firms have only one observation 119,955
operating profit. It is defined as
iy = (Sales;; — COGS;, — SGA;,) JAT,,. (1)

We refer to m;; interchangeably as ‘profit’ or ‘profitability’.

The tests were also carried out using gross profit (Novy-Marx, 2013), and using income
(Fama and French, 2006) as the dependent variable. In untabulated results, we also tried
a number of further profit proxies. The inferences from our tests are very similar across
profit measures. In earlier drafts we also tabulated the results from gross profits and from
income. But for ease of reading these are no longer tabulated.

Theory does not specify the factors to be used when predicting profits. Presumably,
anything that helps to predict the future profits should be included. As a practical mat-
ter, when using linear regressions or Fama-MacBeth, multicollinearity sharply limits the
number of factors that can be included. A major potential advantage of using the gradient
boosting is the ability to include a large number of candidate factors.

We studied two sets of explanatory factors, X. The first version of X, is the list of
factors used by Fama and French (2006), denoted “FF06”. This provides an important

foundation. The second version of X, is a set of 149 factors from Fama and French (2006),



Welch and Goyal (2008), Aharoni et al. (2013), Frank and Yang (2019), and Gu et al. (2020),
denoted “All”. All includes a wide range of firm level accounting measures as well as many
macroeconomic factors. These are listed in the Appendix Table Al. No attempt was made
to delete factors that are similar to each other. That task is left to the algorithms.

Time affects the analysis in several ways. First, variables are updated at different fre-
quencies. Most of our analysis is at annual frequency and we use the most recent quarter
or month as the factor. Second, predictions are made for 1976 to 2015 using information
from 1964 to 2014. To make sure that there is enough information to correctly estimate
the coefficients, we start to predict profits in year 1975 using information from year 1964
to 1974.

For in-sample estimation all data is used together. For out-of-sample estimation only
data from prior dates is included in the rolling estimation. When calculating expected
profit 7; .41, only information until year 7 are used. We do not use cross-sectional coeffi-
cients estimated using information at 7 + 1 or further in the future in order to avoid the
look-ahead bias. We call the rolling sample estimates ‘out-of-sample’ for simplicity. Some
authors prefer the term pseudo-out-of-sample, since it uses data that is actually already

in the past when a study is conducted.

3 Methods to make predictions

This section explains the classic Fama-MacBeth method and the modern gradient boost-

ing method that are used to produce the profit predictions. For Fama-MacBeth see Fama

and MacBeth (1973), Petersen (2009) and Campbell (2017). For gradient boosting see Hastie

et al. (2009), Chen and Guestrin (2016) and Efron and Hastie (2016). The reported Fama-
MacBeth estimation results were implemented using Stata 14. The reported gradient boost-

ing estimation results were implemented using scikit-learn library (version 0.24.2), see
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.GradientBoostingRegressor.
html. Earlier drafts of this paper implemented gradient boosting using XGBoost which

was also used by Erel et al. (2021). Both software libraries generate extremely similar

results.


https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.GradientBoostingRegressor.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.GradientBoostingRegressor.html

3.1 Fama-MacBeth

Following Fama and French (2006) and Aharoni et al. (2013) we estimate a series of re-

gressions to predict future profit.
i1 = Ao + A Xy +€i (2)

where 7, is profit during the fiscal year that ends in calendar year ¢ + 1. X, is the list of
market and accounting factors. Versions using FF06 and using All are estimated.
Parameters are estimated on a rolling basis. The coefficients A}, \! used to calculate
predicted 7, = A, + A X,, are the average slope coefficients from year-by-year cross-
section profit regressions up until year ¢. When calculating expected profit 7;,;, only
information prior to year ¢t are used. The data is from 1964 to 2015. The predictions are
estimated for years 1975 to 2015, so each estimate has more than a decade of data. As time
passes the training sample contains a gradually growing number of observations. For

greater detail, see the algorithm 1 in the Appendix.

Algorithm 1 Fama and MacBeth (1973) Predictions

procedure FM (X, m;;.1)> Where t - time year, i - firm, X, - predictors at time t, m; ;11
- profitability to predict
for 1975 < T <2014 do
for 1964 <t <T —1do
run cross-sectional regression for all firms at time t
Titr1 = Aot + A Xii€it
get estimated coefficients { g, Ao, }
end for
Qompute average coefficients:
Mo = 32y s Ao/ (T — 1964)
A = ?:31964 >‘Lt/<T - 1964)
Use information at time 7" X ; to make prediction of profitability at 7"+ 1
TiT+1 = Ao + Ao Xir
end for
end procedure




3.2 Gradient boosted regression trees

Gradient boosting regression trees are a particularly prominent and empirically success-
ful prediction method used in many applications. It starts with regression trees and then
refines them iteratively by focusing on the errors in the previous iteration. This idea of
refinement by focusing on error correction is known as boosting. Gradually an entire for-
est of trees is constructed. Then an average across the set of trees is used as the model’s
prediction.

Start with a regression tree. It is the basic building block for the method. A regression
tree uses numerical cutoffs to assign an observation to a branch. In the simplest case
there is a threshold number 7. If the observation has x > T the data is assigned to the
upper branch. If the observation has x < 7 the data is assigned to the lower branch. Then
within each branch there are subsequent partitions constructed. Eventually an entire set
of branches are constructed. The final set is called a leaf, and it defines the set that the
particular observation belongs to. A range of rules can be used to define the number of

branches, their order of consideration and so on.

Figure 1: Tree Example
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Figure 1 shows an example of a simple tree. It predicts expected profit using current

profit, and book to market. If current profit is greater or equal to 0.5, the decision tree
predicts the future profitability to be 0.8. If current profit is less than 0.5 and log value
of book to market is less than 1, predicted future profit is 0.1. Otherwise, the predicted



profit is 0.5. The tree in Figure 1 can also be represented as,

§=hx) = cnl{(r1,22) € Ry} (3)

where R, is the partition of the input variables, and ¢,, is the predicted value assigned to
the terminal leaf.

In the example it takes at most two “branches” to reach the final terminal leaves. This
is called the number of layers of the decision tree. The more layers the tree has, the more
complex the model is. When a regression tree model is deep (more layers), the model
tends to have low bias but larger variance. While when the model is shallow (fewer layers),
the model becomes too simple, with low variance but large bias.

Regression trees are easy to interpret, but commonly do not predict well. Ensem-
bles of trees have been found to predict better. Random forest Hastie et al. (2009) con-
structs many trees using independent bootstrap samples from the data to generate a for-
est. Boosting creates trees to improve on past prediction mistake instead of bootstrap
samples from the original data. Boosting is more complex than bootstrapping, but it tends
to improve final performance, see Efron and Hastie (2016).

Gradient boosting is the most widely adopted version of boosted forests. It starts by
estimating decision trees with fixed shallow depth. Then it computes the residuals for
the trees. At the next iteration more weight is devoted to the cases in which the model fit
poorly. In the end an ensemble of trees are used to ‘vote’ on the appropriate results. This
generally reduces the bias in a simple tree model while maintaining the low variance.
The main drawback relative to a simple tree as in Figure 1, is that forests do not have such
simple depictions that show how each variable affects the final result.

A more formal representation is,

§=Fu(@) =) hn(z) (4)

m=1

where h,, is decision tree regressor with depth of d, and M is the number of trees in the

10



forest. F),(x) is solved by using a greedy algorithm framework,

Fi(x) = Fy_1(z) + vhy, (5)

where 7 is the learning rate. The learning rate shrinks the contribution of each additional

tree. hy, is the newly added tree solved by minimize a loss function L given Fj,_;(z)
b = argnin 3 (Lo, Fis () +7h(:) ©

There are three important hyperparameters in gradient boosting: the depth of the
tree d (max_depth), the number of trees in the forest M (n_estimators), and learning rate
v (learning_rate). The default parameters have the following values: depth of the tree is
3, number of trees in the forest is 100, and learning rate is 0.1. We have systematically
carried out the analysis with the default hyperparameters as well as with hyperparame-
ters optimized using cross-validation. The results are very similar. Except where noted,
the Tables use the default hyperparameters.

As in the Fama-MacBeth estimation, to predict profit at time 7 + 1, 7,1, we train the
model using information before 7+1, { X;_;, 7 }+<,. We then apply the model using factors
available at time 7, X.

Gradient boosting estimation was done using the software GradientBoostingRegres-
sor from https://scikit-learn.org/stable/modules/ensemble.html, and using XGBoost from
Chen and Guestrin (2016). The results are very similar. The reported results in the Tables
use the algorithm GradientBoostingRegressor from scikit-learn.org. For greater detail see

the algorithm 2.

4 Methods to evaluate predictions

There are many ways to evaluate predictions that have distinct justifications. We report
the results using in-sample R?, out of sample R? Diebold and Mariano (2002) t-tests, and

estimation with cross-validation.
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Algorithm 2 GBRT Predictions

procedure GBRT(X,;, m; 1) > Wheret-time year, i - firm, X;, - predictors at time ¢,
mi+4+1 - profitability at ¢ + 1 to predict
for 1975 < T <2014 do
Training sample are observations for all firms and 1964 <t < T — 1
Fit the following GBRT model using training sample data
Tit+1 = f(Xz',t)
Get estimated model fr
Use information at time 7' X; ;- and fitted model f; to predict profitability at 7+ 1
Tiry = fr(Xir)
end for
end procedure

4.1 In-sample 1>

An in-sample R? is perhaps the best known method to assess the ability of a model to
account for the variation in the data. If a model is correctly specified, then maximum
likelihood estimated parameters will be optimal. As argued by Inoue and Kilian (2005) it
is then appropriate to evaluate those parameters within the sample.

Commonly we have less than full confidence that the structure of the model being
estimated is the actual true data generating process. Any model may be reasonable, but
it is almost certainly misspecified relative the true data generating process. Accordingly,
as is standard in the machine learning literature (Efron and Hastie, 2016), we place much
greater weight on the out-of-sample performance as discussed in the next section.

Even if we are not confident that the model is correctly specified, an in-sample R? is

widely reported as a familiar diagnostic tool. In-sample explanatory power is given by

Z(ﬁ—i,t—i-l - 7Ti,t+1)2

R*=1-— .
D (Tite1 — Tire1)?

(7)

where 7; .1 is the sample average profitability. Because this is in-sample, it is bounded

below by 0. The calculation steps are given in greater detail as Algorithm 3.
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Algorithm 3 In-Sample R?

procedure IS(X; ;, m; ;+1)> Where ¢ - time year, ¢ - firm, X, - predictors at time ¢, m; ;11 -
profitability at ¢ + 1 to predict
Use observations such that 1975 < ¢ < 2014 as the whole sample, (1976 < ¢t + 1 <
2015)
if evaluate FM then
for all firm-year observations in the whole sample do
for all time period t, run cross-sectional regression for all firms at time t
Tl = Aog + A1 Xip + Eig )
get estimated coefficients for each time period t {\o;, A1}
compute the average coefficients {\o, \; }
end for
for all firm-year observations in the whole sample do
make prediction of profitability in the whole sample
M1 = Ao+ Xy
calculate the in-sample R? in the whole sam
R, =1-— %E::i—:;ii;j where 7; .1 is the average of profitability 7 ;. for
the whole sample
end for
end if
if evaluate GBRT then
for all firm-year observations in the whole sample do
Fit the following GBRT model using the whole sample
Tig+1 = f(Xi,t)
Get estimated model f
end for
for all firm-year observations in the whole sample do
Use fitted model f to predict profitability in the whole sample
7AT¢¢+1 = f(Xi,t)
calculate the in-sample R? in the whole sam
Rig=1-— %E::i—m where 7,1 is the average of profitability 7, ;,, for
the whole sample
end for
end if
end procedure

13



4.2 Out-of-sample R?

Out-of-sample explanatory power is given by

Z(ﬁi,tﬂ - 7Ti,t+1)2 (8)

RP=1-— :
Z(Wz‘,tﬂ - 7Tz‘,t)2

If 7,441 is very far from 7, ;. then the numerator may be much larger than the denomi-
nator and so the term being subtracted may be larger than one. So the out-of-sample R?
is not bounded below by zero. When that happens the model is clearly not doing a good
job of explaining the data.

4.3 Diebold and Mariano (2002)

A popular and useful method of evaluating model performance is the Diebold and Mari-
ano (2002) t-test, see also Diebold (2015). Following Gu et al. (2020), the test statistics DM

is calculated as

DM = d;*/6(d;?), where 9)
1 n

dy = n Z<<612,t+1)2 — (e5.411));
=1

€141, €54, is the prediction error for firm i profitability at time ¢ 4 1 using each method,
and d;* and 6(d;”*) are the mean and Newey-West standard error of the time series d,?,

respectively.

4.4 Cross-validation

Cross-validation is a standard machine learning method intended to reduce overfitting,
see (Hastie et al., 2009; Efron and Hastie, 2016; Bates et al., 2021). With a panel of data
there is again an issue of how to deal with the time dimension. We also want to ensure
data comparability to the out-of-sample R? calculation.

Accordingly, firm-year observations from 1975 to 2014 are used as the data. The data

is randomly partitioned into 10-folds using subsamples that are stratified by year. This
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ensures proper balance of years in each fold. No other factors were used for further strat-
ification.

The model is estimated 10 times and then an average is reported. In the first round,
the first fold is held out for validation and the remaining 9 folds are used for parameter
estimation. In the second round, the second fold is held out for validation and the re-
maining 9 folds are used for parameter estimation. The process continues in this way
until 10 estimates have been computed.

The reported out-of-sample R? for cross-validation is the average out-of-sample R?

across all 10 estimations. The calculation steps are given in detail as Algorithm 4.

5 Evidence of predictability on average

This section provides overall evidence on the predictability of firm profits. Table 2 pro-
vides evidence on the efficacy of Fama-MacBeth and gradient boosting methods. Results
are provided using the same factors used by Fama and French (2006) as well as the larger
set of 149 factors as described in Section 2.

In column (1) of Table 2 prediction results for Fama and MacBeth (1973) regressions
using Fama and French (2006) variables are reported. The model does extremely well with
an in-sample R? of 0.65. In cross-validation and out-of-sample, the model does much less
well than in-sample. This is consistent with the idea that over-fitting is taking place.

The cross-validation R? is much lower than the in-sample R? but it remains larger
than the out-of-sample R?. This strongly suggests that there remains a degree of overfit-
ting. There are two likely reasons. In constructing the folds, we have only stratified on
time. But the population of firms may have changed in other respects over time in ways
that are not taken into account by the stratification. There is also the issue of possibly im-
portant macro factors that affect more recent time periods but not earlier time periods.

Column (2) again uses Fama-MacBeth regressions but extends the set of variables to
include all 149 candidate factors. As might be expected, the model estimation collapses.
There is substantial multicollinearity, and together with the overfitting found in column

(1) it is easy to understand the inability of the model to handle the extra factors.
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Algorithm 4 K-Fold Stratified Cross Validation

procedure CV(k, X;;, m;;+1) > Wheret-time year, i - firm, X, - predictors at time ¢,
mi+4+1 - profitability at ¢ + 1 to predict, K-fold, stratified by time ¢

K =10

Use observations such that 1975 < ¢ < 2014 as the full sample, (1976 < ¢+ 1 < 2015)

The sample is randomly split into K groups, {S;}¥, stratified by year, meaning that
each subsets contains roughly the same proportions of observation in each year. The K-

Fold Stratified splitting is implemented using sklearn.model_selection.stratifiedkfold
(scikit-learn 0.24.2).

for1 <k < Kdo

K
the training set 7, is | 5,
Jj=Lj#k
the validation set V}, is S,
if evaluate FM then
for all firm-year observations in the training set 7}, do
for all time period t, run cross-sectional regression for all firms at time t
Tigt1 = Aot + A Xig + iy
get estimated coefficients for each time period t {5\07%, 5\1,@,{}
compute the average coefficients {5\07,“ 5\1,,{}
end for
for all firm-year observations in the validation set V; do
make prediction of profitability in the validation set V},
Titrl = Aok + ALaeXig
calculate the out—of—samplg R? at the validation set V},
Rposr =1 — —ZZ(:TE;Z:;SQ) where i, t € Vj,
end for
end if
if evaluate GBRT then
for all firm-year observations in the training set 7 do
Fit the following GBRT model using training set 7
Tit+1 = f(Xi,t)
Get estimated model
end for
for all firm-year observations in the validation set V;, do
Use fitted model /i to predict profitability in the validation set V
Tigr1 = fu(Xir)
calculate the out—of—samplg R? at the validation set V},
Ry = 1 — KT where i, t € Vi
end for
end if
Compute the average out-of-sample R? for the model being evaluated
RIQ{—Fold = % ZkK:I RZOOS,k
end for
end procedure

16


https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.StratifiedKFold.html

Table 2: Predicting profits overall

Profits are predicted for 1976 to 2015. Rolling estimation uses strictly prior data from 1964 to 2014 to make

(pseudo) out-of-sample predictions. Cross validation and in-sample estimation uses data from 1975 to 2014
operating profit(t+1)
total assets(t+1)

plained is denoted R?. In-sample R? is calculated as 1 — %E:ii—:;f:; For the cross validation we form
10 equally large groups stratified by year. 9 groups are used to estimate and then predict for the left out
group. This is done 10 times. Then an average R? is computed for all 10 groups. Out-sample R? means that
data from 1964 to 2014 is used to estimate the model on a rolling basis. The predictions are for 1976 to 2015.
The models are fit using information from 1964 until time t to predict profits at time t+1. The out-of-sample
R?is calculated as 1 — %ﬁ;f;f Estimation using the Fama and MacBeth (1973) method is denoted
FM. Estimation using the Friedman (2002) method is denoted GBRT. When the data used as explanatory
variables follows Fama and French (2006) it is denoted FF06. When the data used as explanatory variables
are all factors used in Fama and French (2006), Frank and Goyal (2009), Frank and Yang (2019), and Gu et
al. (2020) it is denoted All. Data construction details are provided in the appendix. Every cell in this table

has 121,401 observations.

to make the predictions. The variable being predicted is . The amount of variation ex-

1) 2) (3) 4)

Estimation Method FM FM GBRT GBRT
Data FF06 All  FFo06 All
In-Sample R? 0.65 -18.67  0.68  0.72
10 fold CV R? 0.06 -67.86 0.11 0.18

Out-of-Sample R? 0.03 -2840.30 0.10 0.15

Column (3) uses gradient boosting with the FF06 factors. The model does predict
better than column (1). There is again evidence of an important distinction between in-
sample and out-of-sample performance. The cross-validation approach is again not suffi-
cient to get fully remove the overfitting in-sample issue, but it is much closer than it was
in column (1).

Column (4) uses gradient boosting but now with all of the 149 factors. Gradient boost-
ing shows a major advantage over Fama-MacBeth. Instead of the model performance
being destroyed as in column (2), there is now a significant improvement. This is true
in-sample, using cross-validation, and also out-of-sample. Gradient boosting permits the
use of extra factors beyond what can be effectively used in linear regressions.

The machine learning literature is very positive on the use of cross-validation to mit-
igate over-fitting. However, Table 2 still exhibits some over-fitting or perhaps omitted

recent macro factors. There may also be an issue of data reuse, see Bates et al. (2021).
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This figure plots the relationship between current profit (t) and date t prediction for date
t+1 profit, and the relationship between actual next period profit (t+1) and date t prediction
for date t+1 profit. Date t predictions for date t+1 profit are predicted using Fama-Macbeth
method with Fama and French (2006) variables (FM, FF06) and GBRT with all variables
(GBRT, All). Date t forecast error is defined as realized profit at date t+1 minus date t pre-

Figure 2: Actual and expected profits

dictions for date t+1 profit. We include only observations for ¢ = 2014.
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Further insight into the predictions and the forecast errors comes from Figure 2. In
the top row on the left hand side of the page profit at date ¢ is on the horizontal axis and
date t + 1 is on the vertical axis. The profit data from one year to the next is very close
to the 45° line. In the top row on the right hand side the change in profit from date ¢
to t + 1 is given as the vertical axis while the actual data ¢ profit is still the horizontal
axis. The forecast errors appear to be clustered around zero. There is more dispersion
for extremely negative values of date ¢ operating profit.

The second row in Figure 2 uses the Fama-MacBeth method and FF06 factors to con-
struct the forecasts. The forecasts and the forecast errors are plotted. The estimation
method dramatically shrinks the variance of the predictions. As can be seen on the left-
hand-side of the second row, the method produces forecasts that depart noticeably from
the 45° line. This effect is particularly marked for firms with negative operating profits.

The third row of Figure 2 shows the corresponding plots using gradient boosting and
All factors. Unlike Fama-MacBeth the estimates generally seem to lie along the 45° line,
and there is more variation than in Fama-MacBeth estimates. Both models seem to have
more difficulty making good predictions for firms with negative profits than they do for

firms with positive current profits.

5.1 Are the prediction models significantly different?

In Table 2 sharply different R? values are obtained for alternative models. Are the differ-
ences large enough to be statistically significant at conventional levels of confidence? Ta-
ble 3 provides statistical tests of the models from Table 2 against each other using Diebold
and Mariano (2002) t-statistics. In each case a positive number indicates that the column
model outperforms the row model. We consider 4 approaches to forecasting: 1) using
the own date ¢ value as prediction for date ¢ + 1 (“Own lag”), 2) Fama-MacBeth with FF06
factors, 3) gradient boosting with FF06 factors, 4) gradient boosting with All factors.
Table 3 results provide strong support for the advantage of gradient boosting. Own lag
is rejected in favor of all other models. gradient boosting with All factors is significantly

better than any of the other models considered. This evidence reinforces what is reported
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Table 3: Testing prediction models against each other out-of-sample

This table uses Diebold and Mariano (2002) t-statistics to compare rolling out-of-sample profit predictions
from alternative models using data from 1964 to 2014 to predict profits for 1976 to 2015. In the estimation,
the variable being predicted is %‘m
means that the explanatory variables are from Fama and French (2006). All means that the explanatory
variable are from Fama and French (2006), Frank and Goyal (2009), Frank and Yang (2019), and Gu et al.

(2020) together. Own lag means that instead of estimation, the period t value of profit is used as a pre-

. There are two versions of the explanatory variables. FF06

diction of profits for t+1. Data construction details are provided in the appendix. FM means that the pre-
diction model is estimated following Fama and MacBeth (1973). GBRT means that the prediction model
is estimated following Friedman (2002). The model performance is evaluated using Diebold and Mariano
(2002) test. Following Gu et al. (2020), the test statistics DM is calculated as DM = cﬁ’Q /&(cﬁg), where
dify =250 ((€241)% — (el y41)?), elyyy, €2, is the prediction error for firm i profitability at time ¢ + 1
using each method, and d;* and 6(d; ) are the mean and Newey-West standard error of the time series
d;?, respectively. The average differences d; > comparing column model with the row model are shown
in the table. The test statistics DM are shown in the brackets. The test statistics are shown in the brack-
ets. A positive number indicates that the column model outperforms the row model. Each cell is reports
* x%

a cross-section average t-statistic for the predictions, so each cell has 40 observations. * ** and *** denote
statistical significance at the 10%, 5%, and 1% level, respectively.

FM, FF06  GBRT, FF06 GBRT, All

Own Lag 3.60** 11.75%%* 17.75%**
(2.43) (4.53) (4.94)

FM, FF06 8.15%** 14.15%**
(3.10) (3.67)

GBRT, FF06 6.00%**
(4.19)

in Table 2.

5.2 Profit prediction horizon

The tabulated results report results for one-year ahead profit predictions. Does predictabil-
ity degrade rapidly as predictions are made about dates further in the future?

Figure 3 shows the results for date ¢ predictions of profits for years ¢ + 1 to ¢ + 6 years.
As expected, there is a sharp drop in predictability from year ¢ + 1to ¢ + 2. Years ¢ + 3 to
t+5 are essentially equally predictable. In year ¢ +6 there is even a slight improvement in
predictability. These horizon effects are similar across prediction methods and factors.

Consistent with Table 2 the gradient boosting method using all factors is consistently
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Figure 3: Profit prediction horizon

This figure plots profit predictability at different prediction horizon. Future profits 7 ;

with prediction horizon j is predicted using information at time t, X;,. The predictive

models include: (1) Fama-Macbeth method with Fama and French (2006) variables (FM,

FF06), (2) GBRT with Fama and French (2006) variables (GBRT, FF06), (3) GBRT with all

variables (GBRT, All). The negative mean squared error (MSR) is calculated as > (74—
it
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the best at predicting future profits at all horizons. The fact that longer horizon predic-
tions beyond year 5 are not always worse than slightly shorter horizon predictions, is

reminiscent of Fama and French (1988).

5.3 Hyperparameter tuning

The learning process of many machine learning models are controlled by parameters
called hyperparameters. Unlike the ordinary parameters whose values are estimated di-
rectly by training the model on the data, hyperparameters are used to control the learning
process. In the gradient boosting model, the learning rate v (“learning_rate”) determines
the speed of convergence, the depth of the tree d (“max_depth”) and the number of trees
in the forest M (“n_estimators”) control model complexity.

There is limited theoretical guidance on the choice of hyperparameters. The default
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values of the hyperparameters in standard libraries reflect satisfactory performance in
many past applications. Our main estimation results use default values for the hyperpa-
rameters. In this section we ask, can the predictions be improved by refining the choices
of the hyperparameters?

To find optimal hyperparameters we search over a hyperparameter space and then
evaluate model performance. There are two common methods. It can be done using a
hold-out validation sample or by using cross-validation. We try both, with quite similar
results.

First, for hold-out validation the original data is divided into training, validation and
testing samples. Models are estimated using alternative setting of the hyperparameters
using the training data. In each case the performance of the hyperparameters is evaluated
on the validation data. The best set of hyperparameters is selected. The final evaluation

of the model is carried out using the testing data. To evaluate model performance we

using out-of-sample R? computed on the testing data: R4 =1 — Zi?ﬂti:;t)lf

Due to the panel structure of the data there is an issue of how best to reflect the passage
of time. Following Gu et al. (2020) a recursive approach is used. For each year 7, the
training sample is { Xy, m; 11 : t < T'—2}, the validation sample is { X;, ;41 : t = T'— 1}, the
testing sample to predict 7,4 is {X; : ¢ = T'}. The recursive sample splitting approach
maintains the temporal ordering of the data.

Second, we also tune the hyperparameters using standard K-fold cross-validation. The
sample is split into K smaller subsamples randomly. Due to the panel structure of the
data, we stratify the samples by year so that the data does not accidentally overweight or
underweight particular time periods. We do not stratify on factors other than time.

For each set of hyperparameters, we train the model using K — 1 of the folds and then
make prediction and compute the out-of-sample R? on the remaining fold of the training
data. Each fold is used once as the held-out validation subsample and K out-of-sample
R?s are computed. The average over the K out-of-sample R? is the final performance mea-
sure. The set of hyperparameters that maximize the final performance measure is chosen
as the optimal hyperparameters, and the final model is trained on the whole training sub-

sample (all K-folds) using the best sum of squares residuals hyperparameters.
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K-fold cross-validation method is computationally intensive. We tune the hyperpa-
rameters once at the beginning of the sample. We use information before 1975 { X, 7,41 :
t < 1974} as cross-validation sample, and maintain the tuned hyperparameters. van Bins-
bergen et al. (2020) also tune the hyperparameters once at the beginning of the sample,
and maintain the tuned hyperparameter through out the paper.

The hyperparameters chosen by the K-fold cross-validation method is the following:
learning rate is 0.1, max depth is 3, and number of boosting stages is 150. Apart from the
number of boosting stages this is very much like the default hyperparameter values. Li
and Rossi (2020) shows that different choices for the number of boosting stages does not
significantly affect prediction performance.

Table 4 also shows that hyperparameter tuning does not affect out-of-sample R2. The
results suggest that different tuning method only generate slightly different out-of-sample
performance. Given that we are interested in comparing the difference between Fama-
MacBeth method and gradient boosting model, we opted to use the default parameters
through the paper apart from Table 4. The prediction results are very similar when using

alternative hyperparameters.

5.4 Which factors are most important?

The results above show that gradient boosting with All variables predicts profits better
than does Fama-MacBeth. But the analysis included 149 factors. Which factors matter
most? How do those compare to the factors used by Fama and French (2006)?

In the Fama-MacBeth model, the average slope coefficient and its variation, reflects
the importance of each factor. But gradient boosting is a non-parametric model without
a specific coefficient that plays a similar role to the average slope coefficient.

To evaluate the impact of individual factors we use feature importance, and a permu-
tation test of feature importance. These two methods have distinct statistical foundations.

First consider feature importance. Following Hastie et al. (2009) we use an impurity-
based measure also known as the Gini importance. It is computed as the total criterion

reduction (Gini Gain) brought by each feature. The Gini index is similar to an empirical
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Table 4: Does hyperparameter tuning make much difference?

This table provides out-of-sample performance for different hyperparameter tuning methods. The variable

being predicted is %‘m. Estimation using the Friedman (2002) method is denoted GBRT. The

amount of variation explained is denoted R?. When the data used as explanatory variables are all factors
used in Fama and French (2006), Frank and Goyal (2009), Frank and Yang (2019), and Gu et al. (2020) it is
denoted All. Hyperparameters are set in three ways: (1) defaults: learning rate is 0.1, max depth is 3, and
number of boosting stages is 100, (2) recursive evaluation: use {X;, my1 : ¢ <= T — 2} as the training
sample, {X;, 741 : t = T — 1} as the validation sample, and {X; : ¢ = T’} as the testing sample to predict
mri1, (3) 10-fold stratified cross validation stratified by year: sample before 1975 { X;, w11 t <= 1974} is
used as cross-validation sample, and maintain the tuned hyperparameters for the rest. For the methods
in (2) and (3), the hyperparameters are tuned over the following ranges: learning over [0.01, 0.1, 0.2], max
depth over [1,2,3,4], and n estimators over [50, 100, 150]. For the column (3) 10-Fold cross validation, the
hyperparameters chosen by the K-fold cross-validation method is: learning rate is 0.1, max depth is 3, and

. P 2
number of boosting stages is 150. Out-of-sample R? values calculated as 1 — % For out-of-
sample R? calculations, every cell has 121,401 observations. * ** and *** denote statistical significance at

the 10%, 5%, and 1% level, respectively.

1) (2) 3)
Estimation Method ~ GBRT GBRT GBRT
Data All All All
Tuning Default Recursive Cross Validation
Out-of-Sample R? 0.15 0.13 0.15

variance under the node. Gini Gain is the variance reduction after introduce x,, as split-
ting variable. The feature importance of regression tree for feature V' is the sum of Gini
Gain of the variable across all nodes within the tree. We take the weighted-average over
ensemble of trees. Then we apply the feature importance at the ensemble or ‘forest’ level.
Feature importance is calculated for each variable in the gradient boosting model. Figure
4 shows the ratio of each factor’s feature importance overall the sum of total feature im-
portance. The values for the top 10 features are shown. If a feature is included as a factor
by Fama and French (2006) it is shown using a red bar. If not, it is shown using a blue bar.

By far the most important single factor for predicting period ¢ + 1 profit is period
t profit. It constitutes 84% of the total feature importance from all factors. This is the
one top factor that was also used by Fama and French (2006). Despite the importance of
period ¢ profits, recall the result in Table 3. The period ¢ profit is not a sufficient statistic
for predicting period ¢ + 1 profit. That model is rejected relative to all the other models

considered.
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Figure 4: Measuring feature importance

This figure plots average feature importance of variables of the GBRT model. The fea-
ture importance is calculated as the improvement in accuracy brought by each predictor.
Improvement in accuracy is defined as the decrease in mean squared errors. The x-axis
is the average feature importance. Feature importance is standardized such that the to-
tal feature importance of all predictors are sum up to one. Red color indicates that the
feature belongs to FF06 variables.
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The overlap between the FF06 factors and the top 10 feature importance factors in
Figure 4 is surprisingly limited. The remaining factors are all fairly reasonable, but have
much smaller impacts. In order we have operating cash flow, return on investment capi-
tal, total liability, and so forth.

Next consider the permutation test of feature importance. It is also known as “Mean
Decrease Accuracy”, see Louppe et al. (2013). This is another common method to examine
the impact of individual factors.

The permutation importance of a predictor is defined as follows. First a model is
trained on the training sample. An evaluation metric is calculated as baseline metric. We
use R? as the evaluation metric. Second, using testing data, a predictor column is ran-
domly permuted. Third, the trained model to make predictions on the permuted testing

sample, and use the same evaluating metric to calculate the performance of the model
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on the permuted testing sample. Finally, the difference between the baseline metric and
evaluating metric on the permuted testing sample is defined as the permutation impor-
tance of the predictor.

The random permutation for each predictor can be done N times. To implement
the permutation tests, we use the Python software library https://eli5.readthedocs.io/en/
latest/ with the method: PermutationImportance.

Conceptually, impurity-based feature importance and permutation importance are
rather different from each other. First, the calculations of impurity-based importance
are based solely on the training sample. Therefore, impurity-based feature importance
does not directly reflect the predictive power of the model on the testing sample. Second,
impurity-based measure is dependent on the cardinality of the predictor (Louppe et al.
(2013)) and is biased toward high cardinality predictors (Cerda and Varoquaux (2020)). In
contrast, permutation importance focuses on the predictions.

Despite the conceptual differences, the evidence in Figure 5 is reasonably similar to
that in Figure 4. Once again period ¢ profit is by far the dominant factor. The ordering
of the subsequent factors is not the same as in Figure 4, although a number of the same

factor remain in the top 10 list.

6 Evidence of differences across firms

The results so far establish that average firm profits are predictable. But there is consid-

erable heterogeneity among firms. Accordingly, in the section we focus on that hetero-

geneity.

6.1 Predicted profit differences

Among the most frequently studied difference among firms is the impact of firm size. In
Table 5 firms are sorted into quintiles by total assets on a date ¢t. Within each quintile
average profits for date ¢, and date ¢ + 1 are reported along with the predicted date ¢ + 1
profits using the FM, FF06 model and using the gradient boosting, All model.
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Figure 5: Permutations tests of feature importance

This figure plots the permutation importance distribution of variables of the GBRT model.
The permutation importance of a predictor is calculated as the average decrease in accu-
racy when the predictor value is randomly shuffled. Each predictor is randomly shuffled
30 times. The x-axis is the permutation importance. The distribution is plot as box plots.
Permutation value is standardized such that the total permutation of all predictors are
sum up to one. Red color indicates that the feature belongs to FF06 variables.
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Within each quintile both date (¢) and date (¢ + 1) profits are monotonic increasing as
firm size increases until we reach quintile 4. Quintiles 4 and 5 have essentially the same
profitability relative to assets. The differences between the top and the bottom quintiles
are statistically significant.

Expected profits show similar patterns for expected profits across estimation methods
and factors. However the FM, FF06 model slightly over predicts average profits in quin-
tiles 1, 2 and 3. The gradient boosting, All model does a better job of matching average
profits over these three quintiles. Both models do a good job in the top size quintile 5.

So the advantage of gradient boosting relative to FM seems to be associated with doing
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Table 5: Are large firms more profitable?

This table reports profitability for firms sorted into quintiles annually based on total assets at date ¢. “Small-
est" indicates that smallest assets quintile, “Largest" indicates the largest assets quintile. “L-S" reports the
average difference between the smallest firm quintile and the largest. The t-stats are for tests that the “L-S"
values are different from zero. The data and estimation methods are the same as in Table 2. * ** and ***
denote statistical significance at the 10%, 5%, and 1% level, respectively.

Quintile (1) (2) (3) 4) (5)

Smallest Largest L-S t-stat
Total assets; 21.56 79.56  229.82 72517 7483.72 7462.17***  (89.89)
Observations 24,299 24,278 24,282 24,278 24,265
Profit, -0.00 0.09 0.13 0.14 0.14 0.14*** (77.62)
Profit, -0.01 0.07 0.12 0.14 0.14 0.15%** (77.77)
E,Profit, 0.02 0.09 0.13 0.14 0.14 0.12%** (81.84)
(FM, FF06)
E,Profit, -0.00 0.08 0.12 0.13 0.14 0.14*** (89.30)
(GBRT, All)

a better job of predicting average profits for smaller firms. For the largest firms there is
less of an advantage. Overall, the data says that larger firms are more profitable and the
models capture this fact.

Table 6 examines firms that exit. It tabulates profits and expected profits for firms
that exit from the sample before the final year of our data (2015). The population average
profit (operating profit/ta) across all firm and all time periods is 0.09.

Compustat reports several reasons for a firm to exit. Let ¢ be the final year that the
firm exists in our data. In each case that a reason is reported, we provide the average
profitability for the previous year ¢ — 1, now ¢ and the expected profits according to our
preferred model (GBRT, All).

There are noteworthy differences. Firms that are bankrupt or liquidated have much
lower profits and would be expected to have low (or negative) profits had they not exited.
That is also true of firms in a ‘reverse acquisition’. A reverse acquisition happens when a
private firm buys a public firm in order to go public while avoiding an IPO.

Firms in an ordinary merger, acquisition or an LBO have positive profits. Only the

LBO firms have higher profits than an average publicly traded firm. These connections
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Table 6: Profits and reasons for exit

This table reports profitability differences for firms that exit from the data before the final year of the data,
2015. Year t is the last year that the firm is in the data. So E;m;1; is the profit that prediction as of year
t for the firm, if it had not exited. It is based on the final available data prior to the exit. The Compustat
deletion code reported as footnote 35 gives a measure of why a firm exits. Population average is defined as
the mean value of operating profitability of all firm-year observations. Previous means the year before the
final year that the firm is in the data. Now means the last year that the firm is in the data. Expected is a
forecast based on GBRT estimation using Fama and French (2006), Frank and Goyal (2009), Frank and Yang
(2019), and Gu et al. (2020) variables together and estimation by Friedman (2002) method. Average is the
population average profitability. *, **, and *** denote the value is statistically significantly different from

) )

the population average at the 10%, 5%, and 1% level, respectively.

population average = = 0.09

-1 " E;mi1 Obser
Bankruptcy 0.01***  -0.04™**  0.00*** 463
Liquidation 0.01***  -0.06***  -0.02*** 317
Reverse acquisition -0.15%**  -0.19"**  -0.16™** 132
Acquisition or merger 0.08***  0.07***  0.07*** 7174
Leveraged buyout 0.15%**  0.15*** 0.14*** 73
Now a private company 0.09 0.07** 0.08* 336

between expected firm profit and the reason for firm exit seem reasonable.

6.2 Predictability differences

Table 7 considers the connections between a number of firm attributes and the predictabil-
ity of profits using minus the sum of squared residuals as our definition of predictability.
Firms are sorted into quintiles based on predictability and then a range of firm attributes
are averaged within each quintile. Finally we test the hypothesis that the mean values of
the attribute are the same in the highest predicability quintile and the lowest predictabil-
ity quintile. This is done for GBRT, All, for FM, FF06, and then we also consider the dif-
ference between these estimates.

High profit firms are much more predictable both using FM, FF06 and using GBRT,
All. Firms with high R&D to sales, market-to-book and cash flow volatility are all less pre-
dictable. The results are generally stronger under gradient boosting, All than under the

FM, FF06 model. However the basic predictability patterns are the same across methods.
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6.3 Predictability during recessions

It is well known that firms commonly make less profits during recessions. But does the
predictability of profit also change? We examine 3 methods of prediction in Table 8:
GBRT, All; FM, FF06; and date ¢ profit as a prediction of date ¢ + 1 profits. In all cases
we use minus the squared difference between actual 7;,; and E;m;,; as the dependent
variable.

Table 8 Panel A, examines what happened during the financial crisis of Dec 2007 to
June 2009. During the crisis period there is a sharp drop in profit predictability according
to all models. The effect is strongest in the FM, FF06 model. In all models the drop in
predictability is much less acute for investment grade firms. Suppose that in a financial
crisis investors are looking for predictable profits - a version of a flight to quality. Then we
should see them selling average firms and buying investment grade firms. Since supply
and demand for shares must still be equal, the relative prices would adjust with average
firms falling relative to investment grade firms.

Panel B extends the tests to all NBER recessions that took place during our sample
period. The results are very similar to those in Panel A. In this respect the financial crisis
looks very similar to any other recession. Overall we see that on average firm profits are
less predictable during recessions. This effect is large for an average firm, but it is much

smaller for investment grade firms.

7 Predictable profits and the flow of financial resources

In this section we ask whether financial resources tend to flow to more profitable firms.
Using our estimates we can distinguish the impact of actual current profits and expected
future profits. While the supply and demand for existing shares must be equal, firms can
issue or repurchase shares and debt securities thereby changing the volume of securities
that the firm has outstanding.

According to the model in Frank and Sanati (forthcoming) the distinction between ac-

tual profit and expected profit is critical for the flow of finance. In their model a firm that
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Table 8: Predicting profits in recessions

This table reports OLS regressions with ‘Predict’ as the dependent variable. It is a measure of how pre-
dictable profits are and it is measured as the negative squared difference between predicted next period
profit and actual next period profit. The predicted profits are estimated as in Table 2. In columns (4),
the dependent variable is the difference in profit predictability between the GBRT, All model and FF, FF06
model. InvGrade is an indicator variables that equals to one if the firm in a given year has S&P Domestic
Long Term Issuer Credit Rating better or equal to BBB. Recession is an indicator variables that equals to
one if the data date ended in the NBER recession period. Crisis is an indicator variable that equals to one
if the data date ended in the NBER recession from Dec 2007 to June 2009 which is often called the Great
Recession. Standard errors are clustered at the firm level, and t-statistics are in parentheses. * ** and ***
denote statistical significance at the 10%, 5%, and 1% level, respectively. Every column in this table has
23,262 observations, which are the observations with available long term bond rating.

Panel A Great Recession
Dec 2007 - June 2009

InvGrade*Crisis 17.93** 17.89** 24.07** 0.05

(2.20) (2.05) (2.34) (0.03)
InvGrade 22.32%** 23.19%** 26.12%** -0.87

(6.69) (6.52) (6.82) (-1.43)
Crisis -19.44** -21.97*** -29,12%** 2.53

(-2.48) (-2.61) (-2.93) (1.54)
Observations 23185 23185 23185 23185
Method GBRT, All FM, FF06 Profit, (GBRT, All) - (FM, FF06)
Adjusted R? 0.003 0.003 0.004 0.000
Panel B NBER Recessions

Predict;,; Predict;;; Predict;;; Predict;
difference

InvGrade*Recession 19.06* 19.41* 23.43** -0.36

(1.88) (1.84) (2.09) (-0.23)
InvGrade 21.74%** 22.61%** 25.61%** -0.87

(6.54) (6.36) (6.66) (-1.40)
Recession -19.40* -21.62*%* -26.19%* 2.21

(-1.95) (-2.09) (-2.39) (1.49)
Observations 23185 23185 23185 23185
Method GBRT, All FM, FF06 Profit, (GBRT, All) - (FM, FF06)
Adjusted R? 0.003 0.003 0.004 0.000

has a positive productivity shock would like to invest more to take advantage. If uncon-
strained, the firm would issue debt to pay for the capital and exploit the tax advantage.

However due to financing constraints the firm does not have adequate capital. So when
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Table 9: Profits and financing flows

This table reports the effect of profitability and expected profitability on debt and and equity issuance and
repurchasing. GBRT is used to forecast next period operating profit, m;;1, using prior information avail-
able at time t including the variables from Fama and French (2006), Frank and Goyal (2009), Frank and
Yang (2019), and Gu et al. (2020) together. A constant term, year fixed effect, firm fixed effect, and firm
control variables are included (Frank and Goyal, 2009). Standard errors are clustered at the firm level, and
t-statistics are in parentheses. The dependent variable is always based on information that was available
prior to the start of the time period. * **, and *** denote statistical significance at the 10%, 5%, and 1% level,
respectively. Every column in this table has 119, 955 observations.

Debt; Equity, Assets Growth

Dep var NetIss GrosslIss Repur Netlss GrosslIss Repur %
Profit, 0.06*** -0.02* -0.08%**  _(0,25%*%*  _(.25%** -0.00 -0.10*

(6.72) (-1.95) (-8.47) (-12.95) (-12.92) (-0.63) (-1.85)
E,Profit, -0.02** 0.03** 0.06***  0.07*** 0.10***  0.04*** 0.49%**

(-2.23) (1.99) (4.70) (2.85) (4.25) (8.98) (7.00)
Year FE Yes Yes Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes Yes Yes
Firm controls Yes Yes Yes Yes Yes Yes Yes
Adjusted R? 0.07 0.39 0.40 0.46 0.46 0.23 0.23

profits are expected the firm issues equity and repurchases debt in order to buy more
capital. Once it has the extra capital, together with the positive productivity shock the
firm generates more actual profits. When the firm has actual profits and more capital as
collateral, it issues debt to take average of the tax benefit and it repurchase the expensive
equity.

Table 9 produces a pattern of coefficients on expected and actual profits are similar to
the predictions of Frank and Sanati (forthcoming). A firm with high expected profit tends
to reduce debt and raise funds by issuing equity. As time passes and the expected profits
turns (on average) into actual profits the firm’s financing constraints are relaxed. Now the
firm uses the profits to repurchase equity. Because the constraints have been relaxed the
firm issues debt. That permits the firm to take advantage of the tax benefit of the debt, as
in Frank and Sanati (forthcoming).

The final column of Table 9 shows that expected future profit has a stronger effect on

asset growth than does actual current profit. This is consistent with the forward-looking
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positive NPV investment theory that is commonly taught.

8 Predictable profits and the cross-section of stock returns

It is well known that measures of firm profit are connected to stock returns (Fama and
French, 2006; Novy-Marx, 2013; Fama and French, 2015). Because gradient boosting with
All factors has reasonable predictive power, we examine it’s potential use for this purpose.
We follow Fama and French (2006) and Aharoni et al. (2013) to test how well expected
profit explains cross-sectional stock returns.

Using the notation from Fama and French (2006) and Aharoni et al. (2013), the firm’s

valuation equation is,

o0

M;  ~~ E(Yi/B;) — E(AB;,./Br)
B, ; (1+r)" :

where ), is the market value of equity, B; is the book value of equity, Y; is profit, r is the
average expected stock return.

Controlling for %[: and expected growth in book equity, more profitable firms have
higher expected returns. Therefore, adding expected profit and expected asset growth
could help explain the cross-sectional stock returns. So the key idea for this purpose is
that a better expected profit measure should explain better the cross-sectional stock re-
turns. To examine the efficacy of the expected profit measures we follow the procedure
developed and used in Fama and French (2006) and Aharoni et al. (2013).

Portfolios are constructed based on predicted return according to models using the
distinct expected profit measures. The portfolios are sorted into quintiles based on the
predicted returns. Then we examine the realized return differences between portfolios
of stocks with high predicted returns vs portfolios of stocks with low predicted returns. If
a model is better at explaining cross-sectional returns, then there will be a larger realized
return differences between the high and the low portfolios.

Predicted return are estimated monthly using Fama-MacBeth regressions for the July
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1975 to December 2015 sample period.

Tit+1,k = 90 + 91 In bk:mk:tm + 92 In muv; ¢4+1 + €3Et7Tt+1 + 61 In EtAt_HAT/AT;g

To test the explanatory power of different expected profit measures in the valuation
equation framework, we add expected profit and expected asset growth to predict return
when allocating stocks. To be consistent, we measure expected asset growth estimated
using Fama and MacBeth (1973) regressions and Fama and French (2006) predictors. Col-
umn (1) uses size and market-to-book only as a benchmark.

Column (2) uses profit on date ¢ as expected profit measure (F;m;; = 7). Column (3)
measures expected profit estimated using Fama-MacBeth regressions with FF06 factors.
Column (4) uses gradient boosting with All factors to measure expected profits.

Column (2) using date ¢ profit as expected profit, finds that the monthly return spread
between high and low portfolio is 0.82%. This is larger than the return spread in column
(1). The difference is 0.12% per month.

Using Fama MacBeth to measure expected profit in column (3), the return spread in-
crease from 0.82% per month (in column 2), to 0.89% per month. Column (4) uses gra-
dient boosting with All factors produces a similar spread to column (3). To some degree
this apparently this reflects the use of quintiles. In untabulated results we did the same
analysis but using 25 portfolios instead of quintiles. In that cased gradient boosting with
All factors generates a larger spread than does Fama-MacBeth with FF06 factors.!

The results for the abnormal return spread seem reasonable. Existing literature in
profitability premium (Novy-Marx, 2013; Wang and Yu, 2013) has documented that the
profitability premium exists primarily among firms with low book-to-market ratios and
firms with high information uncertainty. Table 7 shows that the improvement of gradient

boosting-based expected profits are concentrated among firms with low book-to-market

The results are similar when we followed Novy-Marx (2013) and calculated value-weighted portfolio ex-
cess returns and the « from a 3-factor model that is sorted on expected profits, see Table C8. The results
are not totally due to denominator effects (e.g., Ball et al. (2015)). When we define profitability as the oper-
ating profit scaled by lagged total assets, the same pattern of results is found from Table C9. Moreover, in
Table C12 we find that the improvement of GBRT model is stronger for income deflated by the book value
of equity.
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Table 10: Profits and the cross section of expected stock returns

This table presents the monthly value-weighted average realized returns and spreads of portfolios formed
on predicted returns. The predicted return are estimated monthly using Fama and MacBeth (1973) regres-
sions for July 1976 to June 2016 sample period.

Tit+1,k = 0o+ 611n bkmktivt + 605 1n mu; ¢41 + 93Etﬂ't+1 + 601 1n EtAt+1AT/ATt

Tit+1,k 1S the return on stock ¢ in the kth month of the 12 months from the July of calendar year ¢ + 1
to the June of calendar year ¢ + 2. i also denotes stock ¢ in all the independent variables. Book-to-market,
In bkmkt; 4, is the logarithm of the book value of equity at the end of the fiscal year that ends in calendar year
t divided by the market value of equity at the end of calendar year ¢. Size, In muv; 141, is the logarithm of the
market value of equity at the end of June of calendar year t+1. Expected profitability, Fym: 11, is the expected
value of profit in the fiscal year ending in calendar year t+1. Expected asset growth, E; A1 AT /ATy, is the
expected growth of total assets in the fiscal year ending in calendar year t+1. In column (1) independent
variables used to predict return are size and book-to-market only, which is the benchmark portfolio. In
columns (2)-(4), we add expected asset growth and expected profitability. To be consistent, we measure
expected asset growth estimated using Fama and MacBeth (1973) regressions and Fama and French (2006)
predictors. In columns (2), we use profit now as expected profit measure (F;m;1 = m¢). In columns (3), we
measure expected profit estimated using Fama and MacBeth (1973) regressions and Fama and French (2006)
predictors, In columns (4), we measure using GBRT and all predictors. The expected profits are estimated
similarly as in Table 2. Predicted return from July of year t to June of year t+1, the fitted value from the Fama
and MacBeth (1973) regression equation, are the product of average regressions slopes and explanatory
variables at the end of June of year t. Stocks are sorted into quintiles according to their predicted return.
Value-weighted average return is calculated for each group. We report the average realized returns of the
portfolio with the lowest predicted return (Low) and the portfolio with the highest predicted return (High).
The returns are in percentage points, so for example 2, means the monthly return is 2%. We calculate
the spread between the highest and lowest predicted return portfolios (High - Low). We also compute the
average difference and t-test statistics (in the brackets) between the “High - Low" spread in each column
and the benchmark "High - Low" spread in column (1). * ** and *** denote statistical significance at the
10%, 5%, and 1% level, respectively. Every portfolio has 480 monthly observations.

(1) ) (3) 4)

Portfolio sizetvalue Profit; E;Profit,,; FE,Profit,
Low 0.55 0.52 0.53 0.53
High 1.26 1.34 142 142
High - Low 0.70 0.82 0.89 0.89
Aver diff 0.12 0.19 0.19
t-statistic 1.68 2.69 2.90
Method FM,FF06  GBRT,All
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ratio and high cash-flow uncertainty. So it seems reasonable that a gradient boosting
based measure of expected profits could improve the empirical performance of the prof-

itability premium among firms that are particularly sensitive to that factor.

9 Predictable profits prediction mistakes?

An alternative approach to consider profit predictions is to connect the predictions to
rational expectations. Nagel (2021) has suggested that machine learning predictions pro-
vide a reasonable as-if model of the expectations of actual investors. On the other hand
Bordalo et al. (2021), find that people have ‘diagnostic expectations’ and so they overreact
to shocks. If Nagel (2021) is right, then the algorithms ought to generate the same coeffi-
cient patterns found among stock analysts by Bordalo et al. (2021). Is that actually true of
the data? This section examines this hypothesis.
For comparability we adopt the framework used by Bordalo et al. (2021), see also Afrouzi

et al. (2020). Specify,

Ef(ﬂtﬂ) = E(m41) + O[Ey(m141) — Epq(m41)] (10)

where 7, is profits at date ¢t + 1, E;(+) is the rational expectations at date t. They call§ > 0
a diagnosticity parameter. They say that # = 0 means rational expectations, while § > 0
means that “agents overreact to news, becoming too optimistic after good news and too
pessimistic after bad news”.

Bordalo et al. (2021) run linear regressions in which the dependent variable is the er-
ror at date ¢+ 1 of stock analyst predictions from IBES. The independent variables are date
t values of the forecast, profit, investment, or debt issuance. In each of these regressions
firm and year fixed effects are included. According to Bordalo et al. (2021) under ratio-
nal expectations the slope coefficients should be zero. Under diagnostic expectations the
slope coefficients should be negative. That is because of beliefs that overreact both to
good and to bad news. Bordalo et al. (2021) use linear regressions with fixed effects to

carry out this test. We follow Bordalo et al. (2021) in Table 11. We also add a column (1)
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Table 11: Are prediction errors linearly predictable?

This follows Table 1 in Bordalo et al. (2021), regressing prediction error at ¢ + 1 on the information at time
t. Prediction mistake at ¢ + 1 is Prediction Error; 1 = p;11 — Eipe+1, where E; is the model prediction
based on date ¢ data. Panel A uses Fama and MacBeth (1973) estimation and FF06 variables as the predic-

tion model. Panel B uses GBRT and All variables. Four different information available at time ¢ are used.
operating profit(t)
total assets(t)

is investment rate at time ¢. Debt issuance; is net debt issuance at time ¢.

Prediction Error; := p, — F;_1p; is prediction error at time ¢. Profit, = is profitability at time
capital expenditure(t)
total assets(t)

Column (1) has fewer observations due to unavailable forecasts when firm enters the sample at time ¢.

t. Investment; =

@) ) ©) 4) (5)
Panel A Prediction error;
Prediction Error, -0.24%**
(-24.63)
E,Profit; -0.37%**
(-30.10)
Profit, -0.29%**
(-30.10)
Investment, -0.02**
(-2.03)
Debt issuance, -0.02**
(-2.19)
Year FE Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes
Method FM,FF06 FM,FF06 FM,FF06 FM,FF06 FM,FF06
Observations 106290 119955 119955 119955 119955
Adjusted R? 0.16 0.21 0.21 0.13 0.13
Panel B Prediction error;
Prediction Error, -0.13***
(-14.43)
E; Profit;,4 -0.31%**
(-28.76)
Profit, -0.21%**
(-23.41)
Investment, -0.02***
(-2.85)
Debt issuance, 0.05***
(6.11)
Year FE Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes
Method GBRT,All GBRT,All GBRT,All GBRT,All GBRT,All
Observations 106290 119955 119955 119955 119955
Adjusted R? 0.11 0.15 0.14 0.10 0.10
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that uses the prediction error at date ¢ as an alternative regressor. Columns (2) - (5) use
the specifications from Bordalo et al. (2021) but using the algorithms to generate the pre-
dictions being evaluated.

Table 11 Panel A provides results for profit predictions generated using Fama-MacBeth,
FF06. Panel B provides results for profit predictions using gradient boosting, All. Under
this testing framework the predictability of the prediction errors are remarkably similar.

In Panel A, all five columns produce statistically significant linear predictability of the
prediction errors. In all cases the coefficient is negative and statistically significant. This
is the same pattern of results reported by Bordalo et al. (2021) for stock analysts. Rational
expectations is sharply rejected in favor of “overreaction”.

Panel B carries out the same regressions as Panel A, but using the predictions gener-
ated by gradient boosting. There is a marginal reduction in the explanatory power of the
regressions compared to Panel A. However, the results in columns (1) to (4) are again all
negative and all statistically significant. In column (5) debt issuance is used as a factor
and the sign reverses. It is again statistically significant. There is no obvious reason for
this sign reversal, and it is likely simply a reflection of sampling variation. The key re-
sult of Panel B is that as in Panel A, rational expectations is rejected, and the bulk of the
evidence is similar to Bordalo et al. (2021).

To dig more deeply into the nature of the linear predictability of the prediction errors,
Table 12 redoes the prediction models, but introduces the date ¢ prediction mistake as a
factor when predicting date ¢ + 1 profits. For comparison Panel A provides the baseline
results.

Notice that the Table 12 Panel A is not quite the same as Table 2. In Table 2 the predic-
tion period is 1975 to 2015. In Table 12 the prediction period is 1991 to 2015. In Table 12 the
prediction errors are only available after 1975. In order to include as many predictions
errors as possible, in Panel B we make predictions from 1991 to 2015. To make Panel A
consistent with Panel B, we use the same prediction period, which is why it differs from
Table 2.

In Table 12 columns (1) and (2) use Fama-MacBeth estimation and columns (3) and

(4) use gradient boosting. The results are very sharp. In columns (1) and (2) the out-of-
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Table 12: Current prediction errors as a factor

Profits are predicted for 1991 to 2015. Rolling estimation uses strictly prior data from 1974 to 2014 to make
(pseudo) out-of-sample predictions. Cross validation and in-sample estimation uses data from 1990 to 2014

P : : . .. operating profit(t+1) soas ~
to make the predictions. The variable being predicted is 2w assets (1) The amount of variation ex

plained is denoted R?. In-sample R? is calculated as 1 — %E:Zi—:;:ﬁz For the cross validation we form
10 equally large groups stratified by year. 9 groups are used to estimate and then predict for the left out
group. This is done 10 times. Then an average R? is computed for all 10 groups. Out-sample R? means that
data from 1974 to 2014 is used to estimate the model on a rolling basis. The predictions are for 1991 to 2015.
The models are fit using information from 1974 until time t to predict profits at time t+1. The out-of-sample
R? is calculated as 1 — %ﬂ‘t;gz Estimation using the Fama and MacBeth (1973) method is denoted
FM. Estimation using the Friedman (2002) method is denoted GBRT. When the data used as explanatory
variables follows Fama and French (2006) it is denoted FF06. When the data used as explanatory variables
are all factors used in Fama and French (2006), Frank and Goyal (2009), Frank and Yang (2019), and Gu et al.
(2020) it is denoted All. In Panel B, we add the current prediction error defined in Table 11 as an additional

predictor. Data construction details are provided in the appendix.

Panel A: Prediction errors not included (1) (2) (3) 4)
Estimation Method FM FM GBRT GBRT
Data FFO6 All  FFo6 All
In-Sample R? 0.66 -0.20 0.69  0.73
10 fold CV R? 0.06 -3.27 0.11 0.18
Out-of-Sample R? 0.04 -3496.42 0.11 0.15
Panel B: Prediction errors included as a factor (1) (2) (3) 4)
Estimation Method FM FM GBRT GBRT
Data FFO6 All  FFo06 All
In-Sample R? 0.66 026 070  0.73
10 fold CV R? 0.08 -3.49 0.12 0.18
Out-of-Sample R? 0.07 -0.50 011 0.4

sample R? values increase markedly. In columns (3) and (4) there is no change to the
out-of-sample R? values.
The results in columns (3) and (4) may seem at odds with the Panel B results from
11. How can both hold at the same time? Table 11 is about linear predictability. Table 12
columns (3) and (4) are about forest based predictability. These are not the same thing.
In the machine learning literature is often found that ensembles of algorithms outper-
form the individual algorithms, see Hastie et al. (2009). Usually the ensemble is formed by

voting across algorithms. Here we are only considering two approaches Fama-MacBeth
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regressions and gradient boosting. Combining the Tables we see that a two step proce-
dure will improve the forecasts. Step 1 is to use the gradient boosting. Step 2 takes the
result from the gradient boosting and then uses it in a linear regression. Table 11 shows
that this second step will improve predictions relative to just using the gradient boosting
alone.

How do we interpret the results from Tables 11 and 12? It is clear the algorithms reject
the Bordalo et al. (2021) interpretation of rational expectations. The algorithms generate
quite similar patterns of estimated coefficients to those from stock analysts. So the Nagel
(2021) as-if interpretation seems reasonable. On the other hand the algorithms treat all
observation equally at the start, and they have no emotions in the usual sense of the term.
The negative coefficients may have a different source than has been suggested in the lit-
erature.

This section shows that both Fama-MacBeth and gradient boosting produce profit pre-
diction mistakes that are linearly predictable. Improvements in the profit prediction are
likely obtainable using ensemble methods. Such an investigation would be interesting
and might help cast light on issues like firm credit ratings. However, it is outside the

scope of this paper.

10 Conclusion

This paper compares firm profit predictions based on Fama-MacBeth regressions to pre-
dictions based on gradient boosting. Gradient boosting provides higher quality predic-
tions due to their ability to include many more factors. The predictions are evaluated
directly and also in three test settings; one from behavioral finance, one from corporate
finance, and one from asset pricing.

When test from behavioral finance are applied to the predictions, the predictions ap-
parently ‘overreact’. This is true both of predictions based on Fama-MacBeth and those
based on gradient boosting. The algorithms generate predictions that are ‘too optimistic’
in good times and ‘too pessimistic’ in bad times. When testing human predictions, this

pattern of estimated coefficients has been attributed to emotional human decision mak-
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ing (Bordalo et al., 2021). Of course, neither Fama-MacBeth nor gradient boosting are
emotional in the usual sense of the term.

In corporate finance investors would like to fund profitable opportunities and avoid
unprofitable investments. According to Frank and Sanati (forthcoming) actual profit and
predicted profit affect firm financing decisions differently. As in that model, we find that
when a firm expects future profits it tends to issue equity and reduce debt. When a firm
has current profits it tends to repurchase equity and issue debt.

In asset pricing profits and/or profit expectations are commonly thought to affect the
cross section of stock returns (Novy-Marx, 2013; Fama and French, 2015). The profit pre-
dictions from gradient boosting provide a potentially useful alternative proxy to income
(Fama and French, 2006) or to gross profit (Novy-Marx, 2013), when studying the cross
section of stock returns. The properties are generally similar but the magnitudes seem
somewhat stronger.

In theory firms try to maximize expected profits. We find that many actual firm ac-
tions and market values are readily understood in that way. There may be room to fur-
ther improve the profit predictions by exploiting ensembles, or perhaps by using deep
learning. Whether such technical improvements will alter our understanding of the role

of expected firm profits deserves future investigation.
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A Appendix: data sources in detail

Table Al: Variable Definitions

(a)

This table defines profitability measures and variables as in Fama and French (2006). The
variables are constructed using Compustat Annual data. Time subscription ¢ is omitted if
the variable is measured contemporaneously. 1 is the indicator function.

Profitability Measures
v,¢ gross profits
e gross profitability
g Lag gross profitability (lag)
N operating profits
noP operating profitability
qOPLag operating profitability (lag)
y,Ine income profits
mine income profitability
mfnebag income profitability (lag)
Other Variables
BE, book equity
AC, accruals
DIV, dividends

SALE, — COGS,
(SALE, — COGS,) /AT,

(SALE, — COGS,) /AT,

SALE, — COGS, — XSGA,

(SALE, — COGS; — XSGA,) /AT,
(SALE, — COGS, — XSGA,)/AT,_,
1B,

IB,/BE,

IB,/BE,_,

AT, — LT, + TXDITC, — PSTKL,
(ACT — CHE — LCT + DLC),—
—(ACT — CHE — LCT + DLC),_,
(DVPSXp + CSHO),

Variables from Fama and French (2006)

InB/M
InMC
NegY
-AC/AT
+AC/AT
AA/A
No DIV
DIV/BE
-AC/BE
+AC/BE
A,BE/BE
DIV/AT

log book to market

log market cap

dummy variable for firms with negative profits
negative accruals

positive accruals

asset growth

dummy variable for firms with zero dividends
dividends

negative accruals

positive accruals

asset growth

dividends

log(PRCC_F*CSHO)
log(PRCC_F*CSHO)
1(Y <0)
min(AC,0)/AT
max(AC,0)/AT
AT, /AT, -1
1(DIV = 0)
DIV/BE
min(AC,0)/BE
max(AC,0)/BE
BE,/BE; 1 — 1
DIV/AT
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Table Al: Variable Definitions - Continued
(b)

This table defines financial flow variables as in Frank and Goyal (2009). The variables are
constructed using Compustat Annual data. Time subscription ¢ is omitted if the variable is
measured contemporaneously. The table also defines Goyal-Welch macro variables from
Welch and Goyal (2008), which is directly downloaded from Welch’s website. The GDP
data is from Federal Reserve Economic Data.

Financial Flows

D Net Iss Debt Net Issuance (DLTIS — DLTR+ DLCCH)/AT
D Iss Debt Issuance (max(DLTIS,0) + max(DLCCH,0))/AT
D Rep Debt Repurchase (max(DLTR,0) — min(DLCCH,0))/AT
E Net Iss Equity Net Issuance (SSTK — PRSTKC) /AT
Elss Equity Issuance (max(SSTK,0))/AT
E Rep Equity Repurchase max(PRSTKC,0)/AT
Frank and Goyal (2009) Variables
mktbk Market to Book (AT + (PRCC_F xCSHO) - SEQ —TXDB)/AT
tang Tangibility PPENT/AT
asset Assets log(AT)
div Dividend 1(DIV #£0)
tdm Market Leverage (DLTT + DLC) /(AT + PRCC_F «xCSHO — SEQ — TXDB)
tda Book Leverage (DLTT + DLC)/(AT)

Welch and Goyal (2008) Macro Variables
macro_bm  Book to Market
macro_tbl Treasury bill rate
macro_ntis  Net Equity Expansion
macro_svar  Stock Variance
macro_dp Dividend price ratio
macro_ep Earning Price Ratio
macro_tms  Term Spread
macro_dfy  Default Yield Spread
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Table Al: Variable Definitions - Continued

(©)

This table defines financial statement variables which serves as potential profitability pre-
dictors based on Frank and Yang (2019). The variables are constructed using Compustat
Annual data. Time subscription ¢ is omitted if the variable is measured contemporane-

ously.

Financial statements variables

sale_at
cogs_at
xsga_at
dp_at
xint_at
nopi_at
spi_at
txt_at
mii_at
dvp_at
cstke_at
xido_at
che_at
rect_at
invt_at
aco_at
act_at
ivaeq_at
ivao_at
intan_at
ao_at
dlc_at
ap_at
txp_at
Ico_at
Ict_at
dltt_at
lo_at
txditc_at
mib_at
It_at
pstk_at
ceq_at
seq_at
oancf_at
ivncf_at
fincf_at
chech_at

Sales

Cost of Goods Sold

Selling General and Administrative Expense
Depreciation and Amortization
Interest and Related Expense - Total
Nonoperating Income (Expense)
Special Items

Income Taxes

Minority Interest (Income Account)
Dividends - Preferred/Preference
Common Stock Equivalents
Extraordinary Items and Discontinued Operations
Cash and Short-Term Investments
Receivables

Inventories

Other Current Assets

Total Current Assets

Investment and Advances - Equity
Investment and Advances/Other
Intangible Assets

Other Assets

Current Debt

Accounts Payable

Income Taxes Payable

Other Current Liabilities

Current Liabilities

Long-Term Debt

Other Liabilities

Deferred Taxes and Investment Tax Credit
Minority Interest (Balance Sheet)
Total Liabilities

Total Preferred Stock

Total Common Stock

Stockholders Equity

Operating Activities Net Cash Flow
Investing Activities Net Cash Flow
Financing Activities Net Cash Flow
Cash and Cash Equivalents Change

SALE/AT
COGS/AT
XSGA/AT
DP/AT
XINT/AT
NOPI/AT
SPIJAT
TXT/AT
MIITJAT

DV P/AT
CSTKE/AT
XIDO/AT
CHE/AT
RECT/AT
INVT/AT
ACO/AT
ACT AT
IVAEQ/AT
IVAO/AT
INTAN/AT
AO/AT
DLC/AT
AP/AT
TXP/AT
LCO/JAT
LCT/AT
DLTT/AT
LOJAT
TXDITC/AT
MIB/AT
LT/AT
PSTK/AT
CEQ/AT
SEQ/AT
OANCF/AT
IVNCF/AT
FINCF/AT
CHECH/AT
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B Internet Appendix: Additional Tables
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Table C1: Predicting profits without Profit;

Profits are predicted for 1976 to 2015. Rolling estimation uses strictly prior data from 1964 to 2014 to make
(pseudo) out-of-sample predictions. The variable being predicted is %m. The amount of vari-
ation explained is denoted R%. Out-sample R? means that data from 1964 to 2014 is used to estimate the
model on a rolling basis. The predictions are for 1976 to 2015. The models are fit using information from
1964 until time t to predict profits at time t+1. The out-of-sample R? is calculated as 1 — % Es-
timation using the Fama and MacBeth (1973) method is denoted FM. Estimation using the Friedman (2002)
method is denoted GBRT. When the data used as explanatory variables follows Fama and French (2006) ex-
cept for Profit,, it is denoted FF06 (no Profit;). When the data used as explanatory variables are all factors
used in Fama and French (2006), Frank and Goyal (2009), Frank and Yang (2019), Gu et al. (2020), and ex-
cept for Profit, it is denoted All (no Profit;). When the data used as explanatory variables follows Fama and
French (2006) and using year average Profit, instead of Profit,, it is denoted FF06 (Average Profit;). When the
data used as explanatory variables are all factors used in Fama and French (2006), Frank and Goyal (2009),
Frank and Yang (2019), Gu et al. (2020), and using year average Profit; instead of Profit;, it is denoted All
(average Profit;). Data construction details are provided in the appendix. Every cell in this table has 121,401
observations.

(1) 2) Q) 4)

Estimation Method FM FM GBRT GBRT
Data FFO06 All FFO06 All
(no Profit,) (no Profit,) (no Profit;) (no Profit,)

Out-of-Sample R? -0.97 -3045.21 -0.44 0.08
Estimation Method FM FM GBRT GBRT
Data FFO06 All FFO06 All

(average Profit;) (average Profit;) (average Profit;) (average Profit;)

Out-of-Sample R? -0.97 -3045.21 -041

0.09
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Table C2: Predicting Gross profits and Income

Profits are predicted for 1976 to 2015. Rolling estimation uses strictly prior data from 1964 to 2014 to make

operating profit(t+1) s
otalassets (1) - The amount of vari

ation explained is denoted R%. Out-sample R? means that data from 1964 to 2014 is used to estimate the

(pseudo) out-of-sample predictions. The variable being predicted is

model on a rolling basis. The predictions are for 1976 to 2015. The models are fit using information from
1964 until time t to predict profits at time t+1. The out-of-sample R? is calculated as 1 — % Es-
timation using the Fama and MacBeth (1973) method is denoted FM. Estimation using the Friedman (2002)
method is denoted GBRT. When the data used as explanatory variables follows Fama and French (2006) it is
denoted FF06. When the data used as explanatory variables are all factors used in Fama and French (2006),
Frank and Goyal (2009), Frank and Yang (2019), and Gu et al. (2020) it is denoted All. Gross profit means
that profitability is measured as %m %
Data construction details are provided in the appendix. Every cell in this table has 121,401 observations.

. Income means that profitability is measured as

e)) ) €)) 4)
Estimation Methods FM FM GBRT GBRT
Data FFO06 All FFO06 All
Profit Measure Gross profit Gross profit Gross profit Gross profit
Out-of-Sample {R%} 0.04 -1864.29 0.06 0.11
Estimation Methods FM FM GBRT GBRT
Data FFO06 All FFO06 All
Profit Measure Income Income Income Income
Out-of-Sample {R%} 0.09 -200.21 0.13 0.10
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Table C5: Profits and financing flow decomposition: Recursive Tuned Hyperparameters

This table reports the effect of profitability and expected profitability on debt and and equity issuance and
repurchasing. GBRT is used to forecast next period operating profit, 7,41, using prior information available
at time t including the variables from Fama and French (2006), Frank and Goyal (2009), Frank and Yang

(2019), and Gu et al. (2020) together. The hyperparameters are set in recursive evaluation tuning method. A

constant term, year fixed effect, firm fixed effect, and firm control variables are included (Frank and Goyal,

2009). Standard errors are clustered at the firm level, and t-statistics are in parentheses. The dependent

variable is always based on information that was available prior to the start of the time period. * ** and
*** denote statistical significance at the 10%, 5%, and 1% level, respectively. Every column in this table has

119, 955 observations.

Debt, Equity, Assets Growth
Dep var NetIss GrossIss Repur Netlss GrosslIss Repur At%ﬁ”
Profit, 0.05%**  -0.03***  -0.09*** -0.26*** -0.26*** 0.00 -0.10**
(5.88) (-2.96) (-7.61) (-14.91) (-14.80) (0.30) (-1.97)
E,Profit, -0.01 0.04*** 0.06***  0.10*** 0.13***  0.03*** 0.50***
(-0.98) (3.28) (4.55) (4.37) (5.87) (9.68) (7.89)
Year FE Yes Yes Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes Yes Yes
Firm controls Yes Yes Yes Yes Yes Yes Yes
Adjusted R? 0.07 0.39 0.40 0.46 0.46 0.23 0.23
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Table Cé6: Profits and financing flow decomposition: Cross-Validated Hyperparameters

This table reports the effect of profitability and expected profitability on debt and and equity issuance and

repurchasing. GBRT is used to forecast next period operating profit, 7,41, using prior information available

at time t including the variables from Fama and French (2006), Frank and Goyal (2009), Frank and Yang

(2019), and Gu et al. (2020) together. The hyperparameters are set in cross-validation tuning method. A
constant term, year fixed effect, firm fixed effect, and firm control variables are included (Frank and Goyal,
2009). Standard errors are clustered at the firm level, and t-statistics are in parentheses. The dependent

variable is always based on information that was available prior to the start of the time period. * ** and

*** denote statistical significance at the 10%, 5%, and 1% level, respectively. Every column in this table has

119, 955 observations.

Debt, Equity, Assets Growth
Dep var NetlIss GrosslIss Repur NetlIss GrosslIss Repur %
Profit, 0.06*** -0.02* -0.09%*%*  .0.24%FF  _(.24*** 0.00 -0.06
(7.76) (-1.85) (-8.98) (-13.67) (-13.49) (0.42) (-1.20)
E,Profit, -0.03*** 0.03* 0.07***  0.06™** 0.09***  (0.03*** 0.44%**
(-3.18) (1.90) (5.48) (2.78) (4.15) (8.96) (6.70)
Year FE Yes Yes Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes Yes Yes
Firm controls Yes Yes Yes Yes Yes Yes Yes
Adjusted R? 0.07 0.39 0.40 0.46 0.46 0.23 0.23
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Table C7: Are prediction errors linearly predictable?

This follows Table 1in Bordalo et al. (2021), regressing prediction error at ¢ + 1 on the information at time ¢.
Prediction mistake at ¢ + 1 is Prediction Error, ;1 = pi41 — Fipry1, Where F; is the model prediction based
on date ¢ data. Panel A uses GBRT and All variables with recursive tuning as the prediction model. Panel B

uses GBRT and All variables with cross-validation tuning. Four different information available at time ¢ are
operating profit(t)
total assets(t)

is investment rate at time ¢. Debt issuance; is net debt issuance

used. Prediction Error; := p, — F;_1p; is prediction error at time ¢. Profit, = is profitability

capital expenditure(t)
total assets(t)

at time ¢. Column (1) has fewer observations due to unavailable forecasts when firm enters the sample at

at time ¢. Investment; =

time ¢.
D (2) (©) 4) ®)
Panel A Prediction error;
Prediction Error, -0.31%**
(-28.60)
E; Profit; 4 -0.12%**
(-12.77)
Profit, -0.18***
(-21.04)
Investment, -0.03***
(-3.63)
Debt issuance, 0.04***
(5.95)
Year FE Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes
Method GBRT, All GBRT, All GBRT, All GBRT, All GBRT, All
Recursive Recursive Recursive Recursive Recursive
Observations 119955 106290 119955 119955 119955
Adjusted R? 0.16 0.12 0.14 0.11 0.11
Panel B Prediction error;
Prediction Error; -0.32%**
(-29.42)
E; Profit; 4 -0.13%**
(-14.22)
Profit, -0.20***
(-23.23)
Investment, -0.02***
(-2.95)
Debt issuance, 0.05***
(6.59)
Year FE Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes
Method GBRT, AllCV GBRT, AllCV GBRT, All CV GBRT, All CV GBRT, All CV
Observations 119955 106290 119955 119955 119955
Adjusted R? 0.16 0.11 0.14 0.10 0.10
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Table C8: Excess returns and « sorted on expected profitability

This table shows monthly value-weighted average excess returns to portfolios sorted on different expected
profitability measure, and « from time series regressions of these portfolios’ return on the Fama French
3 factors for July 1976 to June 2016 sample period. Stocks from the July of calendar year ¢ + 1 to the June
of calendar year ¢ + 2 are sorted into quintiles according to profit 7, or expected profit E;m; 1. 7 is profit
in the fiscal year ending in calendar year ¢. E;m;; is expected profit in the fiscal year ending in calendar
year t + 1 predicted using information available in the fiscal year ending in calendar year ¢. In columns (2),
we sort based on profit now (m;). In columns (3), we sort based expected profit estimated using Fama and
MacBeth (1973) regressions and Fama and French (2006) predictors, In columns (4), we sort based expected
profit estimated using GBRT and all predictors. The expected profits are estimated similarly as in Table
2. We report the value-weighted portfolio excess returns of the portfolio with the lowest expected profit
(Low) and the portfolio with the highest expected profit (High). The returns are in percentage points, so
for example 2, means the monthly return is 2%. We calculate the spread between the highest and lowest
expected profit portfolios (High - Low). For each portfilio, we also report the constant term («) and the
t-statistics (in the bracket) from time series regressions of regressing the portfolio returns on the Fama
French 3 factors. Every portfolio has 480 monthly observations.

o)) 2) ©)
Portfolio Profit, E;Profit,,;  E;Profit;

excess return

Low 0.52 0.50 0.46
High 0.63 0.63 0.63
High-Low  0.10 0.13 0.16
0%
Low -0.21 -0.25 -0.29
(-2.50) (-2.46) (-3.19)
High 0.18 0.18 0.18
(3.42) (3.60) (3.62)
High - Low 0.39 0.43 0.47
(3.42) (3.38) (3.96)
Method FM, FF06 GBRT, All
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Table C9: Profits and the cross section of expected returns

This table presents the monthly value-weighted average realized returns and spreads of portfolios formed
on predicted returns. The predicted return are estimated monthly using Fama and MacBeth (1973) regres-
sions for July 1976 to June 2016 sample period.

Tit+l,k = 0+ 61 1n bkmkti7t + 65 1n mu; t+1 + 93Et7TtL_:f + 61 1n EtAH_lAT/ATt

Ti++1,% 1S the return on stock ¢ in the kth month of the 12 months from the July of calendar year ¢ + 1 to
the June of calendar year ¢ + 2. i also denotes stock ¢ in all the independent variables. Book-to-market,
In bkmkt; 4, is the logarithm of the book value of equity at the end of the fiscal year that ends in calendar
year t divided by the market value of equity at the end of calendar year ¢. Size, Inmuv; 11, is the logarithm
of the market value of equity at the end of June of calendar year ¢ + 1. Expected profitability, F;m;,1, is the
expected value of profit in the fiscal year ending in calendar year t+1. Profitability is operating profit scaled
by lagged total assets, wfff = %W. Expected asset growth, F;A;1 AT /AT, is the expected
growth of total assets in the fiscal year ending in calendar year t+1. In column (1) independent variables used
to predict return are size and book-to-market only, which is the benchmark portfolio. In columns (2)-(4),
we add expected investment and expected profitability. To be consistent, we measure expected investment
estimated using Fama and MacBeth (1973) regressions and Fama and French (2006) predictors. In columns
(2), we use profit now as expected profit measure (Etwfff = m). In columns (3), we measure expected
profit estimated using Fama and MacBeth (1973) regressions and Fama and French (2006) predictors, In
columns (4), we measure using GBRT and all predictors. The expected profits are estimated similarly as in
Table 2. Predicted return from July of year t to June of year t+1, the fitted value from the Fama and MacBeth
(1973) regression equation, are the product of average regressions slopes and explanatory variables at the
end of June of year t. Stocks are sorted into quintiles according to their predicted return. Value-weighted
average return is calculated for each group. We report the average realized returns of the portfolio with the
lowest predicted return (Low) and the portfolio with the highest predicted return (High). The returns are
in percentage points, so for example 2, means the monthly return is 2%. We calculate the spread between
the highest and lowest predicted return portfolios (High - Low). We also compute the average difference
and t-test statistics (in the brackets) between the “High - Low" spread in each column and the benchmark
"High - Low" spread in column (1). ¥, **, and *** denote statistical significance at the 10%, 5%, and 1% level,
respectively. Every portfolio has 480 monthly observations.

(1) (2) (3) (4)

Portfolio sizetvalue Profit; FE,Profit,,; FE,Profit,
Low 0.55 0.52 0.53 0.54
High 1.26 1.34 1.38 143
High - Low 0.70 0.82 0.85 0.90
Aver diff 0.12 0.15 0.19
t-statistic 1.68 2.19 3.12
Method FM,FFO6  GBRT,All
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Table C10: Profits and the cross section of expected returns

This table presents the monthly value-weighted average realized returns and spreads of portfolios formed
on predicted returns. The predicted return are estimated monthly using Fama and MacBeth (1973) regres-
sions for July 1976 to June 2016 sample period.

Tit+1,k = 90 + 91 In bkmktiyt + 92 In muv; t+1 + 93Et7l't+1 + 91 In EtAtJrlAT/ATt

7i.141,% 1S the return on stock ¢ in the kth month of the 12 months from the July of calendar year ¢ + 1 to
the June of calendar year ¢ + 2. i also denotes stock 4 in all the independent variables. Book-to-market,
In bkmkt; 4, is the logarithm of the book value of equity at the end of the fiscal year that ends in calendar

year t divided by the market value of equity at the end of calendar year ¢. Size, In mv; 1,1, is the logarithm of
operating profit(t+1)
total assets(t+1)

profitability, 711, is the expected value of profit in the fiscal year ending in calendar year t+1. Expected
asset growth, E; A, AT /AT, is the expected growth of total assets in the fiscal year ending in calendar year

the market value of equity at the end of June of calendar year ¢ + 1. Profit;;; = . Expected

t+1. In column (1) independent variables used to predict return are size and book-to-market only, which is
the benchmark portfolio. In columns (2)-(4), we add expected investment and expected profitability. To
be consistent, we measure expected investment estimated using Fama and MacBeth (1973) regressions and
Fama and French (2006) predictors. In columns (2), we use profit now as expected profit measure (E; w11 =
m¢). In columns (3), we measure expected profit estimated using Fama and MacBeth (1973) regressions
and Fama and French (2006) predictors, In columns (4), we measure using GBRT and all predictors. The
expected profits are estimated similarly as in Table 2. Predicted return from July of year t to June of year
t+1, the fitted value from the Fama and MacBeth (1973) regression equation, are the product of average
regressions slopes and explanatory variables at the end of June of year t. Stocks are sorted into 25 portfolios
according to their predicted return. Value-weighted average return is calculated for each group. We report
the average realized returns of the portfolio with the lowest predicted return (Low) and the portfolio with
the highest predicted return (High). The returns are in percentage points, so for example 2, means the
monthly return is 2%. We calculate the spread between the highest and lowest predicted return portfolios
(High - Low). We also compute the average difference and t-test statistics (in the brackets) between the
“High - Low" spread in each column and the benchmark "High - Low" spread in column (1). * ** and ***
denote statistical significance at the 10%, 5%, and 1% level, respectively. Every portfolio has 480 monthly
observations.

(1) (2) 3) 4)

Portfolio sizetvalue Profit; FE,Profit,,; FE,Profit,
Low 0.50 0.36 0.43 0.33
High 1.08 1.45 1.52 1.52
High - Low 0.59 1.09 1.09 1.19
Aver diff 0.50 0.51 0.60
t-statistic 2.36 2.27 2.81
Method FM,FFO6  GBRT,All
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Table C11: Profits and the cross section of expected returns: Gross Profit

This table presents the monthly value-weighted average realized returns and spreads of portfolios formed
on predicted returns. The predicted return are estimated monthly using Fama and MacBeth (1973) regres-
sions for July 1976 to June 2016 sample period.

Tit+1,k = 90 + 91 In bkmktiyt + 92 In muv; t+1 + 93Et7l't+1 + 91 In EtAtJrlAT/ATt

7i.141,% 1S the return on stock 7 in the kth month of the 12 months from the July of calendar year ¢ + 1 to
the June of calendar year ¢ + 2. i also denotes stock 4 in all the independent variables. Book-to-market,
In bkmkt; 4, is the logarithm of the book value of equity at the end of the fiscal year that ends in calendar
year ¢ divided by the market value of equity at the end of calendar year ¢. Size, In mv; 111, is the logarithm
of the market value of equity at the end of June of calendar year ¢ + 1. Expected profitability, F;m:;1, is the
expected value of profit in the fiscal year ending in calendar year t+1. Profit;;; = %‘

asset growth, E; A1 AT /AT, is the expected growth of total assets in the fiscal year ending in calendar year

Expected

t+1. In column (1) independent variables used to predict return are size and book-to-market only, which is
the benchmark portfolio. In columns (2)-(4), we add expected investment and expected profitability. To
be consistent, we measure expected investment estimated using Fama and MacBeth (1973) regressions and
Fama and French (2006) predictors. In columns (2), we use profit now as expected profit measure (E; w11 =
m¢). In columns (3), we measure expected profit estimated using Fama and MacBeth (1973) regressions
and Fama and French (2006) predictors, In columns (4), we measure using GBRT and all predictors. The
expected profits are estimated similarly as in Table 2. Predicted return from July of year t to June of year
t+1, the fitted value from the Fama and MacBeth (1973) regression equation, are the product of average
regressions slopes and explanatory variables at the end of June of year t. Stocks are sorted into 25 portfolios
according to their predicted return. Value-weighted average return is calculated for each group. We report
the average realized returns of the portfolio with the lowest predicted return (Low) and the portfolio with
the highest predicted return (High). The returns are in percentage points, so for example 2, means the
monthly return is 2%. We calculate the spread between the highest and lowest predicted return portfolios
(High - Low). We also compute the average difference and t-test statistics (in the brackets) between the
“High - Low" spread in each column and the benchmark "High - Low" spread in column (1). * ** and ***
denote statistical significance at the 10%, 5%, and 1% level, respectively. Every portfolio has 480 monthly
observations.

(1) (2) 3) 4)

Portfolio sizetvalue Profit; FE,Profit,,; FE,Profit,
Low 0.50 0.44 0.45 0.45
High 1.08 1.36 1.36 1.34
High - Low 0.59 0.92 0.91 0.89
Aver diff 0.33 0.33 0.31
t-statistic 1.48 1.44 1.33
Method FM,FFO6  GBRT,All
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Table C12: Profits and the cross section of expected returns: Income

This table presents the monthly value-weighted average realized returns and spreads of portfolios formed
on predicted returns. The predicted return are estimated monthly using Fama and MacBeth (1973) regres-
sions for July 1976 to June 2016 sample period.

Tit+1,k = 90 + 91 In bkmktiyt + 92 In muv; t+1 + 93Et7l't+1 + 91 In EtAtJrlAT/ATt

7i.141,% 1S the return on stock ¢ in the kth month of the 12 months from the July of calendar year ¢ + 1 to
the June of calendar year ¢ + 2. i also denotes stock 4 in all the independent variables. Book-to-market,
In bkmkt; 4, is the logarithm of the book value of equity at the end of the fiscal year that ends in calendar
year ¢ divided by the market value of equity at the end of calendar year ¢. Size, In mv; 111, is the logarithm
of the market value of equity at the end of June of calendar year ¢ + 1. Expected profitability, F;m:;1, is the
expected value of profit in the fiscal year ending in calendar year t+1. Profit;;; = % Expected
asset growth, E; A1 AT /AT, is the expected growth of total assets in the fiscal year ending in calendar year
t+1. In column (1) independent variables used to predict return are size and book-to-market only, which is
the benchmark portfolio. In columns (2)-(4), we add expected investment and expected profitability. To
be consistent, we measure expected investment estimated using Fama and MacBeth (1973) regressions and
Fama and French (2006) predictors. In columns (2), we use profit now as expected profit measure (E; w11 =
m¢). In columns (3), we measure expected profit estimated using Fama and MacBeth (1973) regressions
and Fama and French (2006) predictors, In columns (4), we measure using GBRT and all predictors. The
expected profits are estimated similarly as in Table 2. Predicted return from July of year t to June of year
t+1, the fitted value from the Fama and MacBeth (1973) regression equation, are the product of average
regressions slopes and explanatory variables at the end of June of year t. Stocks are sorted into 25 portfolios
according to their predicted return. Value-weighted average return is calculated for each group. We report
the average realized returns of the portfolio with the lowest predicted return (Low) and the portfolio with
the highest predicted return (High). The returns are in percentage points, so for example 2, means the
monthly return is 2%. We calculate the spread between the highest and lowest predicted return portfolios
(High - Low). We also compute the average difference and t-test statistics (in the brackets) between the
“High - Low" spread in each column and the benchmark "High - Low" spread in column (1). * ** and ***
denote statistical significance at the 10%, 5%, and 1% level, respectively. Every portfolio has 480 monthly
observations.

(1) (2) 3) 4)

Portfolio sizetvalue Profit; FE,Profit,,; FE,Profit,
Low 0.50 0.46 0.48 0.38
High 1.08 1.25 1.31 1.35
High - Low 0.59 0.79 0.83 0.96
Aver diff 0.20 0.25 0.38
t-statistic 1.09 1.20 1.62
Method FM,FFO6  GBRT,All
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